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Abstract

The paper presents the state of the art in the emerging field of quantum robotics. Quantum robot is a robot controlled by a quantum computer. In one variant this robot “lives” in a quantum world and has quantum sensors and effectors, in the other variant the robot is a standard robot with standard sensors and effectors but controlled by a quantum computer. While the robots living in quantum world may be not built soon, standard robots with quantum control or simulated quantum control can be built right now. We illustrate also how quantum robotics can be taught to young audiences using standard Lego robotic kits with the quantum simulation software. The concept of a class in quantum robotics is presented that has been taught with huge success to especially talented 14-15 years old Oregon teenagers.
1. introduction.
       It is not popularly known in engineering community that quantum computers are no longer only a dream but they are quickly becoming a reality. Quantum circuits are already used commercially for secure communication and for generation of random numbers. The results of the famous Einstein-Podolsky-Rosen (EPR) thought experiment [53] are already well-established and provide a base of operations for quantum computing and communications. Optimists believe that quantum computing will begin to have a global impact around year 2010. Our research group has an interest in two questions: 1) how quantum computers and quantum information concepts can be used to build more intelligent humanoid robots, 2) how the science education can be improved by teaching concepts of quantum computing, computer vision and robotics to middle and high school students. This paper is related to both questions.
        A theoretical concept of a Quantum Robot has been introduced by Benioff [7,8] but his papers do  not show practical examples. The quantum robots of Benioff, somehow similar to nano-bots, operate in a strictly quantum world, they have quantum sensors and quantum effectors and they move in physical space governed by the quantum mechanics laws. In contrast, the quantum robots introduced by our laboratory in [10] are controlled by quantum circuits, but they use normal sensors and effectors and thus operate in macro-world like standard robots. Although now we simulate quantum controllers on a standard computer, soon it will be possible to use the commercial prototype quantum computer from DWAVE Corporation [21] to control our robots via Internet. In contrast to Benioff’s Quantum Robots, the robots introduced in this paper should be called Quantum Controlled Robots to emphasize that only their controls are quantum but sensors and effectors are classical. The operation of our quantum robots is based on entanglement, superposition (parallelism), EPR circuits, and many laws of physics that make quantum computers and information so different from those of the classical realm. For instance, we will illustrate here the EPR (Einstein-Podolsky-Rosen) controller circuit that controls a robot which we call the “EPR Robot” [62,63]. This helps to visualize the concept of entanglement as a certain constraint on robot’s behavior – an easy concept to be grasped even by teenagers and next used by them in their creative designs.

       Moreover, using Chrestenson transform properties we generalized [22] the Deutsch-Jozsa algorithm [53] for texture recognition in robot vision tasks. We use also the well-known Grover algorithm [53] for robot action planning [20], problem solving and vision [6,19]. When coupled with truly quantum computer [21], the quantum robots introduced here would speed-up all NP-complete problems quadratically and some vision tasks exponentially, thus allowing to solve in real-time problems that are several orders of magnitude more complex than those solved by the existing computers [22,57]. 
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2. CLASSICAL BRAITENBERG VEHICLES 

       Valentino Braitenberg wrote a revolutionary book titled Vehicles: Experiments in Synthetic Psychology (Publisher: Cambridge, Mass. MIT Press, 1986), [9].   In the book he describes a series of thought experiments.  It is shown in these experiments that simple systems (the vehicles) can display complex life-like behaviors far beyond those which would be expected from the simple structure of their “brains.”  He describes a law termed the “law of uphill analysis and downhill invention”.  This law explains that it is far easier to create machines that exhibit complex behavior than it is to try to build the structures from behavioral observations.  By connecting simple motors to sensors, crossing wires, and making some of them inhibitory, we can construct simple robots that can demonstrate behaviors similar to fear, aggression, affection, and others. The original vehicles use only analog signals or Boolean Logic in their controlling circuits, but we generalized these ideas to multiple-valued, fuzzy, probabilistic, and quantum logics and we designed “emotional robots” that combine various types of logic – a task which is easy when all control is simulated in software [45,46,47]. 

        The first vehicle (Figure 1) has two sensors and two motors, at the right and left.  The vehicle can be controlled by the way the sensors are connected to the motors. Braitenberg defines three basic ways we could possibly connect the two sensors to the two motors. (a) Each sensor is connected to the motor on the same side. (b) Each sensor is connected to the motor on the opposite side. (c) Both sensors are connected to both motors. Type (a) vehicle will spend more time in places where there are less of the stimuli that excite its sensors and will speed up when it is exposed to higher concentrations.  If the source of light (for light sensors) is directly ahead, the vehicle may hit the source unless it is deflected from its course.  If the source is to one side, then the sensor nearer to the source is excited more than the other and the corresponding motor turns faster.  As a consequence, the vehicle will turn away from the source.   Turning away from the source (a shy behavior) is illustrated at left in Figure 2.
        We can observe another type of vehicle, type (b), with a positive motor connection.  There is no change if the light source is straight ahead, a similar reaction as seen in type (a).  If it is to either side, then we observe a shift in the robot’s course.  Here, the vehicle will turn towards the source and eventually hit it.  As long as the vehicle stays in the vicinity of the source, no matter how it stumbles and hesitates, it will eventually hit the source frontally. If the two vehicles are let loose in an environment with sufficient stimuli, their characters emerge.  The type (a) vehicle with a positive connection will become restless in its vicinity and tend to avoid stimuli until it reaches a place where the influence of any light sources is scarcely felt.  This vehicle exhibits fear.  A vehicle of type (b) with a positive connection turns toward the source of light and impacts with it at a high velocity.  The aggressive behavior is displayed clearly.  

Next, Braitenberg presented thought experiments with increasingly complex vehicles built from the standard mechanical and electrical components of his time. Braitenberg’s goal was to explore the nature of intelligence and psychological ideas that were not related to quantum control. Even so, more and more intricate behaviors emerge from creating various interactions between components; see [9,28,39,14,15]. The “vehicles” that we worked on are not merely mobile wheeled robots like those from [9], but humanoid bipeds [56,64,29,30,38,44,68], human and animal torsos with heads [58,45,46,41], so that we can create much more interesting and sophisticated movements, although the general principle of behavioral robotics as illustrated in Braitenberg Vehicles (the evolution of complex behaviors from simple descriptions) remains. As will be discussed, multiple-valued quantum automata hold many advantages over simple binary combinational circuits. Since 2005, our teenage pre-college students built several Lego robots [62,63,57], using both old and new Lego sets: 1) several 2-wheeled and 4-wheeled vehicles similar to classical Braitenberg, 2) robot head “Mister Quantum Potato Head” to illustrate human-like emotions, 3) a walking biped. The new 2006 Lego set (Lego NXT) gives much better opportunities which are being now investigated. At first we will present Lego robots as they are inexpensive and easy to build. The Lego robots were controlled from programs in NQC-Not Quite C- language [54,69] software but we use Visual Basic, Matlab, C, C++, Java and Lisp in our other projects to simulate quantum circuits, controllers and algorithms. 
3. PRACTICAL USE OF QUANTUM FORMALISMS IN ROBOT CONTROL DESIGN.
      We teach pre-college students complex concepts of quantum mechanics by a series of elementary examples, where a theoretical concept is immediately illustrated by a practical robot example. Here is an illustration. 
      In quantum circuits, to calculate a quantum state after the gate, the unitary matrix of the gate is multiplied by the vector of the state before the gate (Heisenberg notation). A general purpose controlled quantum gate is shown in Figure 3. In the case of binary control bit S1, the gate operates as follows:

if S1 = 0
then 
M2 = S2

if S1 = 1
then
M2 = U (S2)

In the case of ternary control, the controlled gate operates as follows:

If S1 = 0 or S1=1 then M2 = S2

If S1=2 then M2 = U(S2) where U is an arbitrary binary or ternary quantum operator.

Fig. 4 presents the truth table of the ternary gate, assuming that the operator U is adding 1 modulo 3.  We assume the following interpretation of ternary signals in sensors S1 and S2: 0 – nothing, 1 – little, 2 – much. This applies also to the output signals to motors M1 and M2 (see Fig. 1). At the right of Fig. 4, we describe the behavior of a Quantum Robot with this gate as its brain. Fig. 5a shows two examples of many Lego robots with Braitenberg and Quantum Braitenberg architectures built by us. Others are shown in Figs. 5b, 5c.
       The quantum controlled gates can find a number of interesting applications in our Quantum Robots. These gates are realizable directly in quantum devices, while gates like Toffoli are realized using many connected 2-qubit quantum controlled gates. Many methods to synthesize quantum combinational circuits (of binary, multiple-valued and fuzzy types) and quantum automata have been developed by our research team [5,24,25,31,34,35,36,37,41,42,43,47,60,67,73,74]. Some of them are taught to the teen team which allows them to design complex oracles for Grover algorithm and quantum spectral transforms. A quantum gate operating in parallel with another quantum gate will increase the dimensions of the quantum logic system represented in matrix form.  This is due to application of the Kronecker (tensor) product of matrices to the system.  Kronecker Matrix Multiplication is responsible for the growth of qubit states such that N bits correspond to a superposition of rN states, whereas in other digital systems, N bits correspond to rN distinct states. The number r denotes the base (radix) of logic, being 2 for binary and 3 for ternary logic. The Kronecker Product of two one-qubit gates is: 
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A quantum gate in series with another quantum gate will retain the dimensions of the quantum logic system. The resultant matrix is calculated by multiplying the operator matrices in a reverse order (standard matrix multiplication). With this background, a teenage Lego robot builder can construct and analyze quite complex robot controllers with deterministic behaviors (they have permutative unitary matrices). Now the students raise a question – “where is the quantumness?” and the time comes to introduce the notation and the unitary matrix of a very important quantum gate – the Hadamard gate (Fig. 6a). This is a “truly quantum” gate that cannot be realized in a binary or permutative reversible circuit. This is in contrast to permutative gates (described by permutative matrices) that can be realized by standard reversible logic circuits. An equivalent of the Hadamard gate in ternary logic is one of the Chrestenson family of gates and their generalizations [5]. The complex third order root of unity is 
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	S1

(right)
	S2

(left)
	M1
	M2
	Robot behavior

	0
	0
	0
	0
	No light. Robot stops.

	0
	1
	0
	1
	Little light from left. Robot turns slowly away from light. Makes right turn.

	0
	2
	0
	2
	Much light from left. Robot turns quickly away from light. Makes right turn.

	1
	0
	1
	0
	Little light from right. Robot turns slowly away from light. Makes left turn.


	1
	1
	1
	1
	Little light in both sensors. Robot moves slowly forward.

	1
	2
	1
	2
	Little light from right, much from left. Robot turns away from light using larger circle.

	2
	0
	2
	2
	No light from left, much from right. Robot moves quickly forward.

	2
	1
	2
	0
	Little light from left, much light from right. Robot turns quickly left.

	2
	2
	2
	1
	Much light in both sensors. Robot turns slowly left.
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Figure 7a shows the Chrestenson gate matrix CH and its square CH2. Generalizations of this gate are shown in Fig. 7b,c together with their squares. As we see, permutative gates (12), (02) and (01) are created, as defined in Fig. 7b,c. This shows that 2 out of 3 Chrestenson gates create a universal logic system for permutative logic. Connecting two Hadamard gates in series we obtain the input signal back – so they work together as a wire (identity). However, measuring the intermediate signal would give ½ probability of |0( and ½ probability of |1(. Similar properties are analyzed next for two Chrestenson gates, and even more amazing results are found – we create useful permutative gates that are also universal from them. It is unlike in the binary case and differences of quantum logics of various radixes are discussed. By analyzing Pauli rotations needed to realize binary and MV gates students review complex numbers, group theory and matrix calculus useful also in robot kinematics. This gives also the link to NMR and ion trap realizations of quantum computers. We use the Chrestenson gates similarly to both Hadamard and V (Square Root of NOT) gates in binary quantum circuits and we can control these gates using binary and ternary quantum wires. Thus, very quickly our students understand many gates and can experiment with multiple-valued (MV) and hybrid quantum controllers, a subject of current research in graduate institutions. They have to review trigonometry, complex numbers and linear algebra. For instance, in order to understand the function of the complex entries, the students should be familiar with complex exponentiation.  Unitary matrices, when used as operators, preserve the sum of state vector amplitudes.  In consequence, note that since all roots of unity have moduli of 1, they do not affect the probability of measuring an eigenstate when multiplied by an already existing amplitude coefficient. 
     An example of a binary unitary and permutative matrix is the Feynman gate (Fig. 8).  A permutative matrix has exactly one ‘1’ in every row and column. MV Feynman gate uses modulo addition of A and B, ternary in our case.

       The quantum circuit from Fig. 9 can be split into 3 circuits as shown below. Here, the Hadamard gate (gate Y in Figure 10) is connected in parallel to a wire (gate Z in Figure 10). Next, the parallel connection of gates Y and Z is in a series with the Feynman gate (gate X in Figure 12). We need the Kronecker Product to calculate the parallel connection and standard matrix multiplication to calculate the serial connection. This is shown step-by-step in Figures 9 through 13. Similarly ternary entanglement circuits with Chrestenson gates are analyzed and used for robot controllers. Next fuzzy and quantum fuzzy controls are introduced in similarly elementary ways and students experiment with them in various robotic setups [57]. They understand well the robotic architecture as a mapping from inputs – sensors to outputs – effectors – motors, lights and speakers/buzzers and are able to combine various types of logic to create such mappings.
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        We will analyze now the behavior of the circuit from Fig. 9. Suppose that we set each input A and B to state 0. Thus, the input state vector is |0( ( |0( = |00( = [1 0 0 0] T, where T denotes the transpose matrix. Now, we want to calculate the quantum state at the output of the entanglement circuit at points P and Q. To do this, we must multiply the matrix M3 (a linear operator) from Figure 13 by vector [1 0 0 0] T, which leads to vector 1/(2 [1 0 0 1]T . For a better visualization, this last vector can be rewritten in Dirac notation as: 1/(2 |00( + 1/(2 |11(.
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This means that we obtain a measurement of state |00( with probability ½ and a measurement of state |11( with probability ½. Measuring the first bit as |0(, we automatically know that the second bit is also |0( due to the states being unique and unfactorizable. Similarly, measuring the second bit as |1(, we know that the first bit is in state |1(. This strange phenomenon is called entanglement. Assume now that signals A and B come from sensors S1 and S2 as in Fig. 1a, and P and Q go to motors M1 and M2. Assume also that 0 signifies no light to the sensor and 1 is light, and that 0 is no motor movement while 1 is full speed forward movement. If there is no light in front of the robot, the robot will randomly either stay stable (both motors have 0) or will move forward (both motors will have 1). The combinations 01 and 10 for the motors are not possible because their corresponding eigenstates have null amplitudes. The robot cannot thus turn right or left in this situation. It is left to the students to analyze behaviors of this robot for every possible binary input combination. Next the students can analyze what will happen if gate H is removed from the controller. Can the robot turn left and right? Does there exists an entanglement between states |01( and |10(, which would mean that the robot would never stop or go straight but keep turning left and right randomly? When? This is the kind of challenge questions asked the students. Students learn several formalisms to describe quantum circuits helpful in efficient analysis of robots. Another challenge would be to guess the controller circuit from the observed behaviors of the robot. When students understand the concept of entanglement in EPR circuit from Fig. 9, they build the EPR robot with this circuit as its controller. Now they can experiment with various sensors, drives, kinematics, and unitary matrices in their software, allowing to create many interesting robots with sometimes unexpected behaviors [63,67].
        Observe that if we had two H gates in parallel as the controller and there were no light present, then every combination of motors 00 (stop), 01 (turn left), 10 (turn right), and 11 (go forward) would be possible with equal probability. When measured, the Hadamard gate works as ideal random number generator. It can be controlled by an arbitrary quantum signal that allows us to control the probabilistic and entangled behaviors of the robot. Suppose that the Hadamard gate in Fig. 9 is controlled by one more wire D. If D = 0, the circuit is just a Feynman gate, which means that when both sensor inputs A and B are 1, signal P is 1 but signal Q is 0 (since 1(1 = 0) and the vehicle will turn right. Similarly, we can find deterministic behaviors of the vehicle for any input combination. However, when D = 1, the Hadamard gate starts to operate and the circuit works as the explained earlier entanglement circuit. Students learn the concept of a circuit controlling another circuit, data path versus controls, hierarchical control and distributed control. All this is reinforced with NQC programming. In contrast to standard Lego robot builders who just “hack”, our students can refer to several theoretical models while they write their final software codes.
        It is well known that every combinational circuit can be transformed into a reversible (permutative quantum) circuit by adding so-called ancilla bits (constants to inputs and garbage bits to outputs). In this way, we can transform every standard automaton (Finite State Machine with binary flip-flops) to a (binary) quantum automaton. Because the Hadamard gate works as an ideal random number generator, with equal probabilities of signals 0 and 1 at its output, every probability with accuracy to 1/2N can be generated with N controlled Hadamard gates. In the case of ternary quantum logic, the Chrestenson gates allow one to obtain probabilities with accuracy (1/3)N 
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This allows realization of an arbitrary probabilistic automaton in quantum (at the price of adding the ancilla bits). The deterministic automaton is a special case of a probabilistic automaton (a probabilistic automaton can be described by a probabilistic matrix, and a deterministic automaton by a permutative matrix). Finally, the quantum circuit (like our entanglement circuit) can be represented by a unitary matrix with complex numbers for transitions. Therefore, the quantum automaton is the most powerful concept of computing that is physically realizable at the time of this writing. It includes the combinational and probabilistic functions and automata as well as quantum combinational functions (quantum circuits) as its special cases. 
       However, this powerful concept has been so far not investigated for robotics applications and in general, very little practical work about quantum automata has been published. There is no doubt that the Quantum Automaton Robot is much more powerful than a Braitenberg Vehicle, which fact we have observed by constructing and simulating multi-valued quantum equivalents of the known Braitenberg Vehicles. A simple Quantum Automaton Robot controller is shown in Fig. 15. This controller can be used with similar but not exactly the same effects in all Lego robots. Observe entanglement for S1=0, S2=0, C=1. Finally, the measurement gates from the feedback loop as in Fig. 15 may be removed, which leads to the concept of quantum automata with quantum memory, making a link to certain realizations of Grover algorithm. Also, networks of such automata can be analyzed for emotional behaviors [46,47] and hierarchical automata (subsumption architectures) can be created.
4. BIPED ROBOTS NEED FAST PERCEPTION AND MOTION PLANNING.
The research on robot emotions and methods to allow humanoid robots to acquire complex motor skills is recently advancing at a very fast pace [11,12,13,3,4,29,30,32,33,58]. However, assigning simple emotions like “fear” or “anger” or behaviors like obstacle-avoidance to wheeled mobile robots as in Braitenberg Vehicles or subsumption architecture [39,62,15,10], although very useful and of historical importance [9] is practically insufficient to cover all necessary behaviors of future household “helper robots” [26]. Because humans attribute emotions to other humans and to animals, future emotional robots should perhaps be visually similar to humans or animals, otherwise their users would be not able to understand robots’ emotions and correctly communicate with them. Observe that the whole idea of emotional robot helpers is to enable easy communication between humans and robots. Therefore we believe that future emotional robots will be humanoid or at least partially human-like. In our research we concentrate on humanoid robots to express emotions [45,47]. The research of M. Lukac uses human-like faces and head/neck body combinations [46]. KAIST theatre [58] used whole-body stationary robots with hands. However only a walking biped robot can express the fullness of human emotions by its body gestures, dancing, jumping, gesticulating using hands. Unfortunately larger biped robots are very expensive, in range of hundreds thousands dollars. Fortunately in recent years several small humanoid robots became available for research and entertainment [2,32,33,64]. We acquired two KHR-1 robots [38] and integrated them into our robot theatre system with its various capabilities such as: sensors, vision, speech recognition and synthesis and Common Robot Language [47,71]. OpenCV software from Intel [55] is used for image acquisition and robot vision algorithms. A popular approach to solve many motion planning and knowledge-based behavior problems for humanoid robots is the Constraint Satisfaction Model [23,27,30,40,49,50,70,72]. Unfortunately, for future robots large problems should be solved in real time which will require powerful computers. Observe that while MIT Cog [13] planned to use interaction with environment as a base of learning, it has no walking capability, thus its access to environment is limited. On the other hand the walking robots such as Honda [29] have much developed walking ability giving them access to powerful environmental information, but they lack learning abilities and sophisticated models of environment. Combining both approaches is an ambitious task which can be successful only if large motion-planning/obstacle-avoidance tasks will be executed in real-time and will include machine learning [45,3,18,47,43]. Emotional biped robot exhibits a much broader library of movements and behaviors than a mobile service robot, for instance gesture-related path planning of both hands and the whole body while walking in a room environment is a very difficult task [44,52]. One way of solving the computer speed problem is to use quantum computers which will give significant speed-up [53,60,57]. Here we propose to use the Orion system from DWAVE Corporation [21] as the first ever prototype of a quantum computer controlled humanoid robot. One has however to remember that Orion is still slower than a PC, so this robot will be still a prototype only of a future practical quantum-controlled robot. Only if DWAVE will deliver on its promise to scale significantly the Orion system, the quantum control will speed-up the constraint satisfaction algorithms for problems of practical size to demonstrate quantum robot superiority.
Now we will discuss how quantum search algorithms can be used to build sophisticated robot controllers. It is our hope that the intelligent biped robots will be an excellent medium to teach emotional robotics [12], robot theatre [58], gait and movement generation [65,66], dialog [61] and many other computational intelligence areas that have been not researched yet because of high costs of biped robots. 
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We develop symbolic approach to robot specification based on a Common Robot Language [47]. While the syntax of this language specifies rules for generating sentences (that represent movement, dance, speech, dialog, etc), the semantic aspects describe structures for interpretation [4,16]. Every movement or dialog behavior is described on many levels; for instance every joint angle or face muscle are low level descriptions, and complete movements such as pushups or joyful hand waving are at a high level. These aspects serve to describe interaction with environment at various levels of description. It uses also the constraint satisfaction problem [40,49] creating movements that specify constraints of time, space, motion style and emotional expression. Non-deterministic, probabilistic and entangled behaviors are possible within the framework of constraints, allowing more natural behavior of the robot where the movements are logical but not exactly the same in similar environmental or emotional situations. Mechanisms for scripting and scenario writing [61] are also necessary. Humanoid robot movements and emotional behaviors require special notations that take their origins from human emotional gestures and movements such as dances, sport-related and gymnastic movements as well as theatre-related behaviors. These notations and languages originate from choreography, psychology and general analysis of human behavior. Several notations describing human dances exist using Benesh notation, [17,65], LifeForms [66] and others. The goal of our Common Robot Language is to describe human-oriented movements, but it exceeds these behaviors to those like anthropomorphic animals and fairy tale characters.  OpenCV version 3.1b [55] and the Human Body Project (HBP) software [32,33] were used in the framework of a state machine to control behaviors mimicked from a human standing in front of the camera. We wanted the KHR-1 to  mimic human motion that was being shown on the screen by the HBP software. The HPB works by taking an image of a person’s upper body.  It then will try and identify the face.  Once it can recognize a face it will then look at the body.   The image that it acquires is converted to a set of feature values (parameters) assigned to several groups of behavior-controlling variables. The openCV software has proven not very responsive to movement and runs poorly on the laptop computer.  It is possible that different computer hardware would better run the software or new software would need to be developed. There are many variables in the Human Body Project software that indicate relative position of the eyes, nose, mouth, and arms of the subject.  It is definitely possible to use these to make the robot behave in much more complicated fashions.  The video demonstrates the processing speed becoming the bottleneck. Another major restriction that we ran into was that the HBP was not a 100% at recognizing the body positions. We found that the robot is very sensitive to non-body objects in the background.  We experienced the best performance standing in front of a white wall wearing a dark, solid-color sweater and lit from the front with auxiliary lighting.  Even under these conditions, the HBP software recognized body and mouth position correctly only about half the time.  Hence, we modified our state machine to respond to gross body movements that were most reliably recognized by the software.  This was accomplished by writing a subroutine which tracked the robots arm positions and mouth opening size. The commands from this state machine were sent to the robot whenever the avatar from the HBP software ran the ShowAvatar routine. (Avatar is a small graphic representation of yourself as a little humanoid as seen by the camera).  Placing a function call to the State Machine function at the end of the ShowAvatar routine provided the trigger mechanism for the state machine function. 
        The main weakness of the robot vision software like OpenCV/HBP is their slow speed. Your actions will need to be slow and you will need to hold them until you get the visual feedback from the HBP that it has seen your movement.  That is indicated when the avatar moves and holds the new position. Therefore, to speed up the image recognition we plan to use the Orion quantum computer in the next project.
5. CONSTRAINT SATISFACTION MODEL FOR ROBOTICS
    Based on our experience and also on literature, one weakness of current robots is insufficient speed of robot image processing, pattern recognition and motion planning. This can be solved by special processors, DSP processors, FPGA architectures and parallel computing. We experimented already with these approaches in our past research. The trouble is that designing or programming many component processing algorithms is very time consuming. On the other hand, a logic programming language such as Prolog allows to write all kinds of such programs very quickly, but the software is not efficient enough. An interesting approach is to formulate many problems using the same general model. This model may be predicate calculus, Satisfiability, Artificial Neural Nets or Constraints Satisfaction Model. Many known algorithms, for instance the well-known Waltz algorithm can be reduced to it.
           Huffman and Clowes created an approach to polyhedral scene analysis, scenes with opaque, trihedral solids, next improved significantly by Waltz [70], which popularized the concept of constraints satisfaction and its use in problem solving, especially image interpretation. Objects in this approach had always three plane surfaces intersecting in every vertex. Thus there are 18 possible trihedral vertices in this problem out of 64 possible. There are only 3 types of edges between these blocks possible: (1) obscuring edge is a boundary between objects or objects and background. Boundary lines are found using outlines with no outside vertices, (2) concave edges are edges between two object’s faces forming an acute angle when seen from outside, (3) convex edges are those between two faces of an object forming an obtuse angle as seen from outside. There are only four ways to label a line in this blocks world model. The line can be convex, concave, a boundary line facing up and a boundary line facing down (left, or right). The direction of the boundary line depends on the side of the line corresponding to the face of the causing it object. Waltz created the famous algorithm which for this world model which always finds the unique correct labeling if a figure is correct. Moreover, the algorithm handled also shadows and cracks in blocks. Mackworth and Sugihara extended this work to arbitrary polyhedra and Malik to smooth curved objects. This becomes a well-known approach to image recognition based on constraint satisfaction and a prototype of many similar approaches to vision and planning problems in robotics. 

        Constraint satisfaction model is one of few fundamental models used in robotics [6,50,23,27,30,56]. It is used in main areas of robotics and especially in vision, knowledge acquisition, knowledge usage including in particular the following: planning, scheduling, allocation, motion planning, gesture planning, assembly planning, graph problems including graph coloring, graph matching, floor-plan design, temporal reasoning, spatial and temporal planning, assignment and mapping problems, resource allocation in AI,   combined planning   and scheduling, arc and path consistency, general matching problems, belief maintenance, experiment planning, satisfiability and Boolean/mixed equation solving,  machine design and manufacturing, diagnostic reasoning, qualitative and symbolic reasoning, decision support, computational linguistics, hardware design and verification, configuration, real-time systems, and robot planning, implementation of non-conflicting sensor systems, man-robot and robot-robot communication systems and protocols, contingency-tolerant motion control, multi-robot motion planning, multi-robot task planning and scheduling, coordination of a group of robots, and many others. Our main idea is this: (1) reduce robotic problems that need speed to a unified constraint satisfaction framework, (2) use quantum computer to solve them. The match of constraints satisfaction and adiabatic quantum computing seems to be perfect and thus determines the future area of quantum robotics.
6. ADIABATIC QUANTUM COMPUTING TO SOLVE CONSTRAINT SATISFACTION PROBLEMS EFFICIENTLY
          It is quite possible that the date of February 13th 2007 will be remembered in annals of computing. DWAVE company demonstrated their Orion quantum computing system in Computer History Museum in Mountain View, California. It was the first time in history that a commercial quantum computer was presented, although it is only a prototype model, it needs scaling up, and there is also a doubt among some researchers if the computer really gives the quadratic speedup. The Orion system is a hardware accelerator designed to solve in principle a particular NP-complete problem called the two-dimensional Ising model in a magnetic field (for instance quadratic programming). It is built around a 16-qubit superconducting adiabatic quantum computer (AQC) processor. The system is designed to be used together with a conventional front end for any application that requires the solution of an NP-complete problem. The first application that was demonstrated was pattern matching applied to searching databases of molecules. The second was a planning/scheduling application for assigning people to seats subject to constraints. This is an example of applying Orion to constraint satisfaction problems. The company promises to provide free access by Internet to one of their systems to those researchers who want to develop their own applications. 
          The plans are that by the end of year 2008 the  Orion systems will be scaled to more than 1000 qubits. It is even more amazing that the company plans to build in 2009 processors specifically designed for quantum simulation, which represents a big commercial opportunity. These problems include protein folding, drug design and many other in chemistry, biology and material science. Thus the company claims to dominate enormous markets of NP-complete problems and quantum simulation. If successful, the arrival of adiabatic quantum computers will create a need for the development of new algorithms and adaptations of existing search algorithms (quantum or not) for the DWAVE architecture. The arrival of Orion systems is certainly an excellent news for any research group that is interested in formulating problems to be solved on a quantum computer. In this project we plan to concentrate on robotic applications of the Constraint Satisfaction Model. 

         Adiabatic Quantum Computing was proved equivalent [1,51] to standard QC circuit model that we illustrated in section 3 and used in [5,10,22,24,25,31,34-37,41,42,45-48,57,59,60,62,67,73,74], thus at least in theory each of the developed by us methods can be transformed to an adiabatic quantum program and run on Orion. We developed logic minimization methods to reduce the graph that is created in AQC to program problems such as Maximum Clique or SAT. This programming is like on “assembly level” or “machine language” but with time more efficient methods will be developed in our group. This is also similar to programming current Field-Programmable Gate Arrays. The processor is programmable for a particular graph abstracting the problem. We predict that in future the adaptations of many methods developed for FPGAs will be used for quantum computers. Several aspects presented below will be considered while creating software for the Orion AQC: (1) One method of creating software for AQC is by formulating an oracle for Grover algorithm and next converting it to the AQC model [1,51]. Oracle is a permutative circuit that has a mapping on input and answers yes/no only. For instance, building a graph-coloring quantum computer requires constructing an oracle that answers only like this: “this mapping of nodes to colors is a good coloring” while a good coloring is one that every neighbor nodes are mapped to different colors. Another oracle may answer “this coloring is good and the number of colors used is smaller than 5”. Designing practical oracles for Grover algorithm [48] is not a well researched area yet and our lab tries to contribute to it. Building an oracle requires the ability to synthesize a complex permutative circuit (reversible circuit) from universal binary gates such as Toffoli or Fredkin [43]. It helps also to know and reuse standard quantum logic blocks [35,36]. Adiabatic equivalent of Grover algorithm is implemented in Orion system and Hamiltonians for 16-qubit oracles can be built for the Orion system. Sixteen qubits is still a “toy problem” which is not enough for practical robot-related constraint satisfaction problems, but it is a good starting point for self-education and software development. The created by us minimization methods [41] can be used to synthesize complete oracles or their parts for incomplete functions which allows to use them as machine learning methods based on learning oracles.  (2) To practically design oracles for Grover as quantum circuits one has first to formulate various NP-complete problems and NP-hard problems as oracles or their sequences. Some robotic problems, especially in vision (such as convolution, matching, applications of Quantum Fourier Transform and other spectral transforms [19,22,32,33,11,53,59,70,72]) require quantum circuits that are not permutative but use truly quantum primitives like the controlled phase gate. Methods to convert these circuits to AQC model should be investigated and the problems should be converted to AQC model and executed on Orion. (3) We proposed an algorithm to find the best polarity Fixed-Polarity-Reed-Muller transform [48]. This can be used as another machine learning method when a function with don’t cares (i.e. a set of “examples”) is given at the inputs. Similarly the method presented in [41] is a general purpose machine learning method from examples. In another approach, Quantum Neural Networks or Quantum Associative Memories can be used [60]. In a non-published research we extended Quantum Fourier Transform based convolution/matching methods to Haar, complex Hadamard and other spectral transforms  [59]. Several image processing algorithms can be created for quantum computers with significant complexity reduction [6,19]. These algorithms use not only constraint satisfaction, SAT and search but also quantum spectral transforms and solving general purpose Schroedinger equations. (4) We work also on SAT, maximum clique, Hamiltonian Path, shortest path, travelling salesman, Euler Path, exact ESOP  minimization, maximum independent set, general constraint satisfaction problems such as cryptographic puzzles, and other unate/binate/even-odd covering problems, non-Boolean SAT solvers and equation-solvers. For all these problems we built oracles and we plan to convert them to AQC. (5) Development of new quantum algorithms based on extensions and adaptations of Grover, Hogg and other quantum search and Quantum Computational Intelligence models. Generalizations of Grover, Simon and Fourier transforms to multiple-valued quantum logic [22,35,36,60] as implemented in the circuit model of quantum computing.  Analysis and comparison with binary quantum algorithms and their circuits. Conversion to AQC model.  (6) Generalizing well-known quantum algorithms to multiple-valued quantum logic. For instance, in paper [22] we generalized the historically famous algorithm by Deutsch and Jozsa to arbitrary radix and we proved that affine functions can be distinguished in a single measurement. Moreover, functions that can be described as “affine with noise” can be also distinguished. This can be used for very fast texture recognition in robot vision. We work also on generalization of Grover to multiple-valued quantum circuits. (7) All these problems are useful in robotics to solve various vision and pattern recognition path-planning, obstacle avoidance and motion generation problems. Observe that every NP-complete problem can be reduced to Grover algorithm by building a respective oracle, and Grover reduced to AQC model that can be run on Orion. Similarly the classes of quantum simulation algorithms will be run using future DWAVE architectures. Although the speedup of  the first of the classes is only quadratic, it will be still a dramatic improvement over current computers. It is also well-known that if some heuristics are known for an NP-complete problem, one of several extensions and generalizations to Grover can be used, which may provide better than quadratic speedup, but is problem-dependent. Since however all classical solvers of NP-Complete problems that are used now in industry are heuristic and are usually more useful than their exact versions, we believe that the same will happen when quantum programming will become more advanced. The work presented here in the framework of “Quantum Robotics” is new. It is different than “quantum robots” proposed by Benioff [7] where robot operates in structured quantum environment rather than in standard mechanics environment, or robots from [20] limited to only one aspect of mobile robotics. Our model of a quantum robot, which may use quantum sensors but operates on normal effectors in standard environment is a generalization of the model from [20] rather than the one from [7]. Our model of a quantum robot applies quantum concepts to sensing, planning, learning, knowledge storing, general architecture and movement / behavior generation. [45,47,57]. It uses quantum mappings as in [62,63,10], quantum automata [62,47], Deutsch-Jozsa-based texture recognition [22], Grover-based image processing, emotional behaviors [46], quantum learning based on logic synthesis [22] and other models [41,58,43,45], motion planning and spectral transforms as its special cases. 
7. TEACHING FUTURE QUANTUM COMPUTING ENGINEERS
          Many engineers and scientists, including the author, cherish the memories when they were tinkering with TTL chips or old motors to build a robot or other device by themselves when they were young. It is commonly accepted that “learning by doing” is the best way to educate scientists and engineers. This philosophy has been applied in Lego Mindstorms, Lego Dacta, and similar robotics toolkits. There are many textbooks that also attempt to teach elements of programming, physics, electronics, engineering, or even mathematics in a framework of Lego robot tasks and exercises.  Portland State University Intelligent Robotics (IR) Laboratory found strong support from PSU administration, Intel Corporation and Portland and Beaverton School Districts to teach “high school robotics” based on these ideas since 1999. In past educational projects with high-school students at the PSU IR Lab, such as Oregon’s Saturday Academy, we found that the concepts of deterministic Boolean logic as well as fuzzy logic could be taught to 16 to 18-year-olds and practically used in their software/hardware projects. In our graduate research, on the other hand, we found quantum logic to be interesting, as it relates to deterministic, probabilistic, and entangled sensor/actuator robot behavior mappings and thus covers a wide spectrum of behavioral possibilities. These projects were robot heads, stationary robot torsos, mobile robots and hexapod walkers [39], and a walking human-like biped. 
          Here, we follow the Lego builders’ philosophy but we take the next step; we present a new approach to teach middle school students about quantum computing. This was done in the framework of a 2-year project at the PSU IR Lab, where teenagers learned about the above presented subjects, also by attending some meetings of the quantum computing research group. The students who worked on this project (youngest were 12 and 13 years old when started) are children of computer scientists, engineers, entrepreneurs, and university professors. They have been introduced very early on to robotics and mathematics, and they were focused, motivated and hardworking. This led to the didactic success of this project, a total of 9 awards, including the grand award at the 2006 Intel Northwest Science Expo for research involving multiple-valued transforms in quantum algorithms [22], two advancements to international science fair and presenting two conference papers. On the other hand, based on the previous experience of the author, who was a voluntary coach and high school educator on other projects, even some less gifted and motivated teens can be involved in innovative projects like this if they are enthused by their mentors to contribute to real research and have been exposed to a research group of undergraduate and graduate students who meet regularly to discuss their work. 
          In our  project, we had a weekly 3-hour meetings to discuss tasks, teach theory, test students and present robots, but the robots are built and programmed at homes. It should be pointed out that the project like this teaches and reinforces many subjects from mathematics and computer science. We cover complex numbers, linear algebra, vector and vector spaces, matrix calculus, classical logic and circuits, reversible circuits, finite state machines, quantum circuits, quantum automata, probabilistic systems, quantum superposition, entanglement and parallelism, Heisenberg and Dirac notations, fuzzy logic, multiple-valued logic, goal-oriented and subsumption robot architectures and spectral transforms. All lectures are interactive and teens are called to the white board and solve problems related to the just introduced theoretical concepts. The students are permanently quizzed, challenged and tested for their understanding. In addition, parts of the introductory texts on quantum circuits and algorithms [58] are given to them. My goal is to develop the culture of brainstorming, puzzling, guessing, questioning and experimenting.
           Nowadays, in the era of Internet and inexpensive kits available worldwide, every school can work on advanced robotics, and the bottleneck is only a lack of sufficiently knowledgeable mentors. The goal of this paper is to share our success story and our findings so that they may motivate more groups like ours in the future. We would gladly share our work with all interested robot builders who could easily reproduce our results and further advance these state-of-the-art “quantum robots.” Our approach allows for investigation of all kinds of advanced robot control and computational intelligence ideas [58]. It is a great source of projects for all kinds of robotics classes, from beginners to very advanced. This project was possible thanks to the availability of software package NQC which gives nearly full power of C programming in Lego robot environment. The future users can easily add other sensors and effectors – many of them exist already for Lego and many more can by purchased in robot shops on the Internet. We continue our “quantum robotics for teenagers” in year 2006/2007 and our projects include use of Matlab for calculations, evolutionary robot design [37], quantum transforms and their use in robot vision [6,19,59].  In the undergraduate project, KHR-1 is now able to mimic upper body human motions. Students who work on this project learn about robot kinematics, robot vision, state machines (deterministic, non-deterministic, probabilistic and quantum - entangled) robot software programming and commercial robot movement editors. The most important lesson learned is the integration of a non-trivial large system and the appreciation of what is a real-time programming. It is important that the students learn to develop a “trial and error” attitude and also how to survive using a non-perfect and incomplete documentation. In this research direction the interface to Orion system will be learned and how to formulate front-end formulations for various robotic problems as constraint-satisfaction problems for this system. 
8. CONCLUSION

       The paper introduced the new concept of robots controlled by quantum controllers and algorithms. The quantum logics applied in them can be of binary, multiple-valued, fuzzy or mixed types. We briefly presented several controllers: combinational mappings, state machines, oracles and spectral transforms. Other used concepts include quantum cellular automata, quantum associative memories, quantum neural networks and quantum subsumption architectures [60]. It can be shown that such systems have higher potential to describe mixed deterministic/probabilistic/entangled behaviors of robots than the classical robotic controllers.  The user may investigate trade-offs between deterministic, probabilistic and entangled behaviors by tuning rotation angles in gates. The research goal of our laboratory is to investigate these concepts further. The quantum emotional humanoid robots are already a subject of a Ph.D. Thesis [47]. One of the goals of this paper is to help others to start with this new and exciting research area. Lego NXT already is and KHR-1 like robots can become widely accepted international education platforms.
         We believe also that building robots with quantum brains is an excellent method to explain teenagers how a quantum computer works and teach them many related mathematical concepts that would be perhaps boring when taught without motivational application examples. A group of five teenagers from Oregon were able to build many quantumly controlled Lego robots and learn fundamentals of quantum computing in this process, and also contribute to a new research area that has been defined only very recently.
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ROBOTY KWANTOWE. TERAZ CZY NIGDY?
Streszczenie

Przedstawiono stan prac nad robotami kwantowymi. Robot kwantowy to robot sterowany komputerem kwantowym. W jednym wariancie robot przebywa w mikro-swiecie mechaniki kwantowej a jego czujniki i efektory sa takze kwantowe. W innym wariancie, przedstawionym w tym artykule, robot jest standardowy ale jest sterowany komputerem kwantowym. Podczas kiedy roboty pierwszego typu nie powstana predko, standardowe roboty sterowane przez komputery kwantowe moga byc budowane juz dzis. Przedstawiamy pokrotce stan prac nad robotami kwantowymi i kierunki przyszlych badan. Wreszcie piszemy o tym jak te idee moga byc wprowadzone do szkol srednich przy uzyciu robotow Lego i symulatorow kwantowych. W klasie prowadzonej przez autora dla wybitnie uzdolnionych 14-latkow, uczniowie budowali sterowane kwantowymi symulatorami roboty, pisali oprogramowanie dla rozpoznawania obrazow i badali uogolnienia znanych algorytmow kwantowych na logike wielowartosciowa.
Figure 1. The simplest Breitenberg Vehicles with analog control, (a) each sensor is connected to the motor on the same side, (b) each sensor connected to the motor on opposite side, (c) both sensors connected to both the motors.





Fig. 6. Hadamard gate notation and its unitary matrix.





Figure 5a. Two examples of classical Braitenberg Vehicles from Lego kit.





Figure 2. The vehicle at left avoids light while the vehicle at right follows light.








Fig. 7. (a) The Chrestenson gate  unitary matrix. This gate takes as input a state vector with three basis states and puts them into an equal superposition.  Note that permutations of the a and a2 entries, as well as permutations of the rows and columns, do not affect the transforms.(b),(c) generalized ternary Chrestenson gates and their squares.








Fig. 8. Feynman gate notation and its unitary matrix.





Fig. 9. The quantum controller for the EPR robot. This circuit produces entanglement that can be analyzed by robot behaviors





Fig. 10. Calculation of parallel connection of gates H and wire





Fig.11. Calculation of Kronecker Product of Hadamard and wire using their unitary matrices (we should also add the coefficient 1/sqrt(2))





Fig. 12. Unitary matrix of Feynman gate in the entanglement circuit.





Fig.13. Final calculation of the unitary matrix of the entanglement circuit by multiplying matrices of Feynman gate and a parallel connection of H and wire in reverse order.





Figure 14. (a) Combinational circuit (state machine with one state) representing the EPR circuit, (b) the Fredkin  gate controlled by XOR of signals C, S1 and S2 allows realization of both basic Braitenberg behaviors from Figure 2 as a function of parity on signals C, S1 and S2, (c) Quantum and reversible realization of Braitenberg vehicle from Figure 1c, (d) a circuit with two controls C1 and C2. Their combination C1=1, C2=1 allows observation of EPR circuit behavior (entanglement), other variants of their values allow observation of deterministic and probabilistic behaviors. 





Figure 15. Logic Diagram of  a Quantum Automaton. Use of Hilbert space calculations and probabilistic measurement is explained. Memory is standard binary memory, all measurements are binary numbers. All inputs from sensors S1, S2 and outputs to motors M1, M2 are also binary numbers. Mood is an internal state: Mood = 0 corresponds to rational nice mood and Mood = 1 to an irrational and angry robot.





Figure 4. Behavior of Braitenberg Vehicle with gate from Fig. 3 used as a controller and U being the operator of adding modulo 3.





Fig.3. A general-purpose controlled quantum gate. U is arbitrary one-qubit quantum operator.





Figure 5c. (a) KHR-1 biped, (b) realistic oriental talking woman head, (c) Sonbi the Confucian Scholar from Hahoe Theatre – example of fairy tale robot.





Figure 5b: (a) talking lions from Hahoe Theatre, (b) hexapod robot  Hexor from Polish company Stenzel Sp. z o.o.
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